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Natural Language Processing 4 Software Engineering

User Feedback Analysis

Empirical Studies, MSR

Source Code Rep. Learning 

• Comment/Code generation

• Code clone detection

Transfer Learning

• Transferability of the programming languages 

• Few shot learning

• Knowledge transfer among tasks/languages 
using less computational resources
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Language Models
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Language Models
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Language Models

We can use a neural 

network to approximate 

this probability
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Finetuning Pre-trained Language Models (PLMs)

PLM
Fine 
Tune

Test
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Finetuning PLMs?
PLM Fine Tune Test
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1. Fine-tuning

2. Domain adaptation

Adapters

Internal architecture of Transformer blocks using 

adapters (Left Figure) and internal architecture of 

language adapters (Right Figure) 

Fig from: N. Houlsby, A. Giurgiu, S. Jastrzebski, B. Morrone, Q. De Laroussilhe, A. Gesmundo, M. 

Attariyan, and S. Gelly, “Parameter efficient transfer learning for nlp,” in International Conference on 

Machine Learning. PMLR, 2019, pp. 2790–2799
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• Language adapters: learn language-specific 

transformation

• Trained on unlabeled data using an abstract objective 

function such as mask language modeling (MLM)

• Task adapters: learn about a specific task 

Language/Task Adapters

Internal architecture of Transformer blocks using 

adapters (Left Figure) and internal architecture of 

language adapters (Right Figure) 

Fig from: N. Houlsby, A. Giurgiu, S. Jastrzebski, B. Morrone, Q. De Laroussilhe, A. Gesmundo, M. Attariyan, and S. Gelly, 

“Parameter efficient transfer learning for nlp,” in International Conference on Machine Learning. PMLR, 2019, pp. 2790–2799
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Adapters for SE?

• Do they work for bimodal transfer?

• How do they perform for code-
related tasks?How to?

• Other purposes of adapters?

• New adapters for source code?SE-specific 
adapters?



MODE-X

Goel, Divyam, Grover, Ramansh, and Fatemeh H. 
Fard. On the cross-modal transfer from natural 
language to code through adapter modules. 
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MODE-X

➢ Knowledge transfer from pre-trained models (PLMs) 

trained on Natural Language to Source Code

➢ Performance of adapters for code-PLMs

Goel, Divyam, Grover, Ramansh, and Fatemeh H. Fard. On the cross-modal transfer from natural language to 

code through adapter modules. In Proceedings of the 30th IEEE/ACM International Conference on Program 

Comprehension, ICPC ’22, page 71–81, New York, NY, USA, 2022.
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Invertible Adapters

• Handle mismatch 

between the 

vocabularies of a PLM 

and a new unseen 

language

• Enables efficient 

utilization of the 

“parameter budget”
                    

               

          

          
                   

               

                        

            

          

                   

               

        

                   

         

         

                   

   

 iewer does not support full   G 1.1



23

Cloze Test

Code Clone Detection

RoBERTa

MODE-X

CodeBERT
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Accuracy Scores on Cloze Test

Model Python Java

CT max/min

RoBERTa 59.18 59.75

RoBERTa+LA 66.30 66.81

CodeBERT 79.27 91.08

CT-all

RoBERTa 54.49 50.75

RoBERTa+LA 74.35 75.63

CodeBERT 83.33 75.53
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Code Clone Detection Results

Model Dataset Score

RoBERTa
POJ-104 

(MAP@R)

81.52

MODE-X (C/C++) 82.40

CodeBERT 86.48

RoBERTa
BCB

(F1)

95.61

MODE-X (Java) 96.61

CodeBERT 96.65

RoBERTa
SCD-88 

(MAP@R)

73.90

MODE-X (Python) 75.65

CodeBERT 78.95
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Computational Efficiency of Adapters

Parameter budget of Java-adapters 

and CodeBERT in millions

Parameter budget of Python-

adapters and CodeBERT in 

millions
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Computational Efficiency of Adapters

Memory usage of adapters 

compared to C-PTLM

Parameter budget of adapters and 

CodeBERT for code clone 

detection
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➢ Utilize adapters for knowledge 
transfer from N-PLM to source code 
(SE-tasks)

➢ Adapters are more efficient in terms 
of the number of parameters, 
memory usage, and inference time. 
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If we encourage the model weights to be 
closer to the pre-trained model, we could 
improve the fine-tuning results without 

using additional data/parameters. 
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Go Attention
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How to?

• Other purposes of 
adapters?

• New adapters for source 
Code?

SE-specific 
adapters?



CODEBERTER

Iman Saberi, Fatemeh H. Fard, Model-Agnostic 

Syntactical Information for Pre-Trained 

Programming Language Models. 
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Code Syntactic Information

Picture from: X. Jiang, Z. Zheng, C. Lyu, L. Li, and L. Lyu, “Treebert: A treebased pre-trained model for programming language,” in Uncertainty in Artificial Intelligence. PMLR, 2021, pp. 54–63.
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TreeBERT

Picture from: X. Jiang, Z. Zheng, C. Lyu, L. Li, and L. Lyu, “Treebert: A treebased pre-trained model for programming language,” in Uncertainty in Artificial Intelligence. PMLR, 2021, pp. 54–63.

Scaling input 

inefficient computation
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Picture from: D. Guo, S. Ren, S. Lu, Z. Feng, D. Tang, L. Shujie, L. Zhou, N. Duan, A. Svyatkovskiy, S. Fu et al., 

“Graphcodebert: Pre-training code representations with data flow,” in International Conference on Learning 

Representations.

Picture from: Y. Wang, W. Wang, S. Joty, and  . C. Hoi, “Codet5: Identifier-aware unified pre-trained encoder-decoder models for 

code understanding and generation,” in Proceedings of the 2021 Conference on Empirical Methods in Natural Language 

Processing, 2021, pp. 8696–8708.

CodeT5

GraphCodeBERT

Require Pre-Training
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Challenge: How to impose syntactical 

information of source code to existing 

pretrained models?
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Computational 
Efficiency

Avoid Pre-
training in 

Imposing Code 
Structure

NER Adapter

Avoid pre-training while adding new information
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Token Type 

Classification Loss 

(TTC)

NER Adapter
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Overall Architecture

The input data flow for the sample when fed into a transformer block equipped with 

NER, language and Fusion adapters.
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CodeSearchNet data

NER Adapter Results 

Language Precision Recall F1-score Accuracy

Ruby 0.68 0.65 0.66 0.92

JavaScript 0.78 0.79 0.78 0.91

Go 0.78 0.82 0.80 0.94

Python 0.95 0.94 0.94 0.98

Java 0.78 0.79 0.78 0.89
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Code Refinement

Method/Model BLEUNSEdit Accuracy

Naïve copy 78.06 0.0

LSTM 76.76 10.0

Transformer 77.21 14.7

RoBERTa (code) 77.30 15.9

CodeBERT 77.42 16.4

CodeBERTER 78.20 17.8

CoText 77.91 22.64

NSEdit 71.06 24.04

Identify and fix bugs automatically
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Code Summarization
Automatically generating descriptions of the functionality of a given code 

Works well for languages with 

less training data
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➢ CodeBERTER (right)

➢ CodeBERT (figure)

Attention Change with NER Adapter
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SE-Specific adapters can help:
➢ Avoid pre-training
➢ Impose new information
➢ Improve the results
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➢ Adapters can improve knowledge transfer 
(bimodal and uni modal)

➢ Can be used for different purposes other than 
just fine-tuning and domain-adaptation

➢ Improve the results (specifically for low resource 
languages)

➢ Develop new SE-specific adapters




