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ML in high-stakes decision

Healthcare Hiring Finance

Need transparency
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Why do we need transparency ?

Compliance

Debugging

Fairness

Recourse

Regulatory 
agencies

Engineers & 
researchers

End-users
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Achieving transparency

Transparency by design Post-hoc explanation
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Explainable 
AI



Explainable 
AI
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XAI Challenges

Trust Security
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- Auditor
- End-User

- Practioner

Service 
provider



Trust challenges
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Manipulation risks
Fooling auditors and end-users
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Fairwashing

10



11



12



Key 
takeaways
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More info
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Adversarial XAI: https://github.com/hbaniecki/adversarial-explainable-ai
by Hubert Baniecki

Fairwashing: the risk of rationalization
Ulrich Aïvodji, Hiromi Arai, Olivier Fortineau, Sébastien Gambs, Satoshi Hara, Alain Tapp. (ICML, 2019)

Characterizing the risk of fairwashing
Ulrich Aïvodji, Hiromi Arai, Sébastien Gambs, Satoshi Hara. (NeurIPS, 2021)

Washing The Unwashable: On The (Im)possibility of Fairwashing Detection
Ali Shahin Shamsabadi, Mohammad Yaghini, Natalie Dullerud, Sierra Wyllie, Ulrich Aïvodji, Aisha Alaagib Alryeh Mkean, Sébastien Gambs, Nicolas Papernot. (NeurIPS, 2022)

https://github.com/hbaniecki/adversarial-explainable-ai


Countermeasures
• Quantify the risk by analyzing the Rashomon set (set of good models)

• Range of unfairness (or other useful properties)

• Pros
• Help in assessing the manipulability of explanations

• Cons
• Computational overhead
• Some promising directions

• Computing the Collection of Good Models for Rule Lists (Mata, Kanamori, Arimura, 2022)
• Predictive Multiplicity in Classification (Marx, Calmon, Ustun, 2021)
• Characterizing Fairness Over the Set of Good Models Under Selective Labels (Coston, Rambachan, Chouldechova, 2021)
• Partial order: Finding Consensus among Uncertain Feature Attributions (Laberge, Pequignot, Khomh, Marchand, Mathieu, 2021)
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Subgroup performance 
disparities
Fooling practioners
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Implication of subgroup performance 
disparities 
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In this work
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Fairness via Explanation Quality: Evaluating Disparities in the Quality of Post hoc Explanations. 
Jessica Dai, Sohini Upadhyay, Ulrich Aïvodji, Stephen Bach, Hima Lakkaraju. (AIES, 2022)

Evaluation framework to quantitatively measure group-based disparities in the quality of explanations output 
by state-of-the-art local explanation methods



Overview

Explanation techniques
• LIME
• SHAP
• MAPLE
• SmoothGrad
• IntGrad
• VanGrad

Performance metrics
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• Ground truth fidelity
• Prediction gap
• Stability
• Consistency
• Sparsity



Results
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Key takeaways
• Post-hoc explanations exhibit 
subgroup performance disparities.

• What can we do about it?
• Study when disparities in 

explanation quality arise
• Develop explanation techniques not 

susceptible to such disparities
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Security challenges

22



Security model
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• Attack Surface • Actors

Data owners Model 
developers

End-users

External 

SoK: Security and privacy in machine learning. (Papernot et al., 2018)



Attack objectives
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• Extracting information about 
the data or the modelConfidentiality

• Control (targeted or not) of 
the model predictionIntegrity

• Deny of serviceAvailability



Type of Attacks
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Confidentiality Integrity Availaibility

Training Data poisoning
Model poisoning

Sponge poisoning

Inference Membership inference
Property inference
Model inversion
Model reconstruction

Adversarial 
examples

Sponge examples



Explanation-
based attacks

Model extraction from counterfactual explanations. (Ulrich Aïvodji, Alexandre Bolot, Sébastien Gambs, 2020)



Counterfactual explanation
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Counterfactual explanation
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Counterfactual-based model extraction 
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CF-based model extraction for known data 
distributions 

30



CF-based model extraction for multiple 
counterfactuals 
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Key takeaways

• Counterfactual explanations can be exploited to conduct high-fidelity and 
high-accuracy model extraction attacks under low query budgets 

• Making explanations more realistic favors stronger model extraction attacks 
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Privacy-preserving XAI

• Model Explanations with Differential Privacy. (Neel Patel, Reza Shokri, Yair Zick, 2022)
• Potentially helps prevent membership inference
• Not model reconstruction attacks
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Thank you for your 
attention!
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